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Chapter 6
Measuring Collaboration Quality Through 
Audio Data and Learning Analytics

Sambit Praharaj , Maren Scheffel , Marcus Specht , 
and Hendrik Drachsler 

Abstract  Collaboration is an important twenty-first-century skill. Collaboration 
quality detection can help to support collaboration. This chapter addresses the col-
laboration quality detection and measurement: (1) to define collaboration quality 
using audio data and unobtrusive learning analytics measures; (2) to explain the 
design of a sensor-based set up for automatic collaboration analytics; (3) to move 
toward quantifying the quality of collaboration by using this set up and show the 
analysis using meaningful visualizations. Furthermore, we address the challenges 
and issues at hand and how solutions can be built upon the work already done. To 
elaborate the different chapter’s objectives, we use the terminology of indicators 
(i.e., the events) and indexes (i.e., the process) to define the components to detect 
collaboration quality. In one study, during collaborative brainstorming, higher was 
the equality (i.e., the index) of total speaking time (i.e., the indicator), lower was the 
dominance of each group member (in terms of total speaking time), and better was 
the quality of collaboration. However, quality of collaboration is dependent on the 
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context of collaboration and the actual content of the discussion. During collabora-
tion content analysis has been mostly on the surface level by using certain represen-
tative keywords to model different topic clusters. Therefore, we develop a 
sensor-based setup for automatic collaboration analytics to understand collabora-
tion quality holistically in a learning context. Here, our aim is to understand “how” 
group members speak (i.e., speaking time indicator) and “what’” (i.e., the content 
of the conversations) group members speak to move toward collaboration quality 
measurement.

Keywords  Collaboration analytics · Collaboration quality · Learning analytics · 
Group work · Technology-enhanced learning · Multimodal learning analytics

1 � Introduction

Collaboration is an important twenty-first-century skill (Dede, 2010) and one of the 
4Cs skill set along with critical thinking, communication, and creativity (Kivunja, 
2015). Collaboration is said to occur when two or more people work toward a com-
mon goal (Dillenbourg, 1999). Most of the works in the field of learning analytics 
about support for collaboration have focused on analyzing remote (or online) col-
laboration (Jeong & Hmelo-Silver, 2010). However, with the widespread adoption 
of sensors (Grover et al., 2016; Kim et al., 2008), multimodal learning analytics 
(MMLA) (Blikstein, 2013; Di Mitri et al., 2018; Praharaj et al., 2018a) has gained 
prominence, thus redirecting attention to the analysis of co-located collaboration 
(CC) (or face-to-face collaboration) with the help of sensor technology (Grover 
et al., 2016; Kim et al., 2008; Praharaj et al., 2021b; Tausch et al., 2014). Moreover, 
sensor technology can be easily scaled up (Reilly et  al., 2018) and has become 
affordable and reliable in the past decade (Starr et  al., 2018). CC takes place in 
physical spaces where all group members share each other’s social and epistemic 
space (Praharaj, 2019). Social space is composed of the non-verbal interactions 
(such as change in posture and specific gesture) and the non-verbal audio interac-
tions (such as total speaking time and turn-taking). Epistemic space comprises the 
verbal audio interactions (such as the actual content of the conversations).

Collaboration is a complex process. “The requirement of successful collabora-
tion is complex, multimodal, subtle, and learned over a lifetime. It involves dis-
course, gesture, gaze, cognition, social skills, tacit practices, etc.” (Stahl et  al., 
2013, pp. 1–2, emphasis added). Meier et al. (2007) identified five facets of collab-
orative process and nine dimensions of rating collaboration quality: communication 
(sustaining mutual understanding, dialogue management), joint information pro-
cessing (information pooling, reaching consensus), coordination (task division, 
time management, technical coordination), interpersonal relationship (reciprocal 
interaction), motivation (individual task orientation). A collaboration activity can be 
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called successful or not depending on the focus of the assessment of collaboration, 
i.e., whether collaboration is assessed as a process or as an outcome (Child & 
Shaw, 2015).

To measure how successful a collaborative activity is, we need to detect the qual-
ity of collaboration. Quality of CC can be detected by different indicators (i.e., the 
events) of collaboration such as total speaking time (Bachour et al., 2010) or eye 
gaze (Schneider et al., 2015). These indicators after processing and aggregation can 
be grouped into different indexes (i.e., the process) which act as the measurable 
markers of CC quality. For example, the quality of collaboration within a group can 
be good if there is higher equality (i.e., the index) of total speaking time (i.e., the 
indicator) among the group members (Bachour et al., 2010). Furthermore, different 
scenarios of CC such as collaborative programming (Grover et al., 2016), collabora-
tive meetings (Kim et  al., 2008; Terken & Sturm, 2010), or collaborative brain-
storming (Tausch et al., 2014) each has a different set of indicators denoting the 
quality of collaboration. For instance, in collaborative programming relevant indi-
cators of collaboration include pointing to the screen, grabbing the mouse from the 
partner, and synchrony in body posture (Grover et al., 2016); whereas in collabora-
tive meetings gaze direction, body posture, or speaking time of group members are 
more relevant indicators for collaboration quality (Kim et al., 2008; Stiefelhagen & 
Zhu, 2002; Terken & Sturm, 2010). This difference can be attributed to the goals of 
the collaborative tasks and the group characteristics.

While defining indicators and indices represents the first step in measuring the 
quality of face-to-face collaboration, another significant challenge is the automated 
capturing of indicators in a scalable manner. In our work, we focus mainly on audio 
data, because it was the most used modality in the past studies. It can be attributed 
to the ease of capturing audio with a very minimalistic setup like a microphone. The 
CC quality has been detected from simple audio indicators of collaboration such as 
total speaking time and indexes like equality of total speaking time (Bachour et al., 
2010; Bergstrom & Karahalios, 2007). Focus of most studies in the past was on 
“how group members talk” (i.e., spectral, temporal features of audio like pitch) and 
not “what they talk”. The “what” of the conversations is more open, contrary to the 
“how” of the conversations in understanding what happened during collaboration 
(Praharaj et al., 2021b). Very few studies studied “what” group members talk about, 
and these studies were lab-based showing a representative overview of specific 
words as topic clusters (Chandrasegaran et al., 2019) instead of analyzing the rich-
ness of the content of the conversations by understanding the linkage between 
these words.

To overcome this, we made a starting step based on field trials to prototype, 
design a technical set up to collect, process, and visualize audio data automatically. 
The data collection took place while a board game was played among the university 
staff with pre-assigned roles to create awareness of the connection between learning 
analytics and learning design. We not only did a word-level analysis of the conver-
sations, but also analyzed the richness of these conversations by visualizing the 
strength of the linkage between these words and phrases interactively. In this visu-
alization, we used a network graph (Praharaj et al., 2021b) to visualize turn-taking 
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exchange between different roles along with the word-level and phrase-level analy-
sis. This helped us to move toward automated collaboration quality detection.

Therefore, the focus of the chapter is to provide an overview of unobtrusive mea-
sures of collaboration quality (in Sect. 2) with the help of a literature review where 
we define the collaboration quality. Then we provide an outline of one particular 
method that is based on audio data. Thus, in Sect. 3, we explain the weakness of the 
past studies using audio data. In Sects. 4, 5, and 6, we explain our approach to move 
toward automated collaboration quality detection by using analytics, visualizations, 
and then to finally give meaningful feedback. In Sect. 7, we discuss the challenges 
and then in Sect. 8, we have a broader discussion, conclusion, and recommendations 
for future researchers in the field.

2 � Defining Collaboration Quality

Collaboration quality helps us to ascertain whether a collaborative activity was suc-
cessful or not. Collaboration quality is defined based on our literature review 
(Praharaj et  al., 2021a). The broader objective of the review was to find the co-
located collaboration (CC) indicators that have been detected using different modal-
ities (such as audio, video) to understand the quality of CC.

In the first round of the analysis during the literature review, the selected publica-
tions were classified according to the sensors, indicators, and indicator types as in 
Fig. 6.1. One or more indicator types can be tracked using the data streams from the 
sensors and processing them. For instance, a microphone sensor can only track 

Fig. 6.1  Outline for the terminology used in the review (i.e., sensors, indicators, indicator types, 
and indexes) to define collaboration quality. (Reprinted from Praharaj et al. 2021a)

S. Praharaj et al.



95

audio indicator type using the audio data stream whereas multiple indicator types 
like audio, posture, gesture, and spatial can be tracked by a Kinect (i.e., an inte-
grated sensor which can simultaneously act as an infrared, depth, audio and video 
sensor). Each indicator-type cluster is composed of multiple indicators of CC 
detected by the sensors. For example, audio data is composed of different indicators 
such as pitch, amplitude, and speaking time detected by the microphone sensor.

The indicators when processed and aggregated can then be grouped to high-level 
indexes which define the quality of collaboration. For instance, a group which 
shows higher equality (i.e., the index) of total speaking time (i.e., the indicator) dur-
ing CC has a better quality of collaboration (Bachour et  al., 2010; Bergstrom & 
Karahalios, 2007). In the literature review, we discuss the different indicators, indi-
cator types, and indexes of collaboration quality in-depth in more than 80 different 
studies with different tables which is not in the scope of this chapter. Here, we limit 
ourselves to the conceptual definition of collaboration quality.

But, speaking time cannot be a good indicator of collaboration across all the dif-
ferent scenarios of collaboration (such as collaborative programming, collaborative 
brainstorming, collaborative problem solving). For different scenarios, indicators of 
collaboration quality vary (Praharaj et al., 2018b) depending on the context. Thus, 
we made a scenario-driven prioritization to choose a set of indicators depending on 
the particular scenario of CC in the review. This formed the basis for modeling the 
collaboration detection framework by mapping the fundamental parameters in those 
scenarios onto the indicator types and indexes. There are different fundamental 
parameters in each scenario because of differing goals of different scenarios, team 
composition (such as roles and compulsory interaction with specific artifacts 
because of the task type), and varied group behavior (such as dominance or cou-
pling). For example, some CC tasks already have pre-assigned roles (Hare, 1994) 
for each group member and in some tasks, roles emerge during collaboration 
(Strijbos & Weinberger, 2010). Some group members are more dominant while oth-
ers are not.

Figure 6.2 shows the main outcome of the review as to how collaboration quality 
is detected using both the bottom-up approach (starting from the data streams of the 
sensors) and then the top-down approach (starting from the different scenarios of 
collaboration).

The mapping of these goals and parameters to the indicators and indexes to 
detect collaboration quality has been discussed in-depth in the literature review 
(Praharaj et al., 2021a) with tables. For the scope of this chapter, we will give one 
example from it. For example, if there is less dominance (i.e., the parameter) in the 
group then synchrony (i.e., the index) in body posture (i.e., the indicator) is high and 
the quality of collaboration is good which basically means that not one member is 
actively changing the posture to do the task, but everyone is actively or passively 
contributing to it (Kim et al., 2008).
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Fig. 6.2  CC quality detection using both bottom-up and top-down approach. (Reprinted from 
Praharaj et al. 2021a)

3 � Background

We narrow our focus on group audio indicator type to detect collaboration quality 
only because of the abundant availability and ease of audio data collection (Praharaj 
et al., 2021a). Apart from the majority of studies focusing on the analysis of how 
group members speak (for instance, speaker-based indicators like the intensity, 
pitch, and jitter were used to detect collaboration quality among working pairs 
(Lubold & Pon-Barry, 2014)), very few studies used the what (or the content) of the 
audio for the analysis of CC quality.

For example, the “talk traces” (Chandrasegaran et al., 2019) and “meeter” (Huber 
et al., 2019) studies analyzed the content of the conversation. In the “talk traces” 
study, Chandrasegaran et al. (2019) did topic modeling during the meeting and then 
showed the topic clusters as visualization feedback by comparing with the meeting 
agenda. Furthermore, topic modeling is based on a collection of representative key-
words which barely scratches the surface. It does not show the proper connection 
between these words and the rest of the conversation, which can lead to the loss of 
the holistic meaning of the conversations and a possible under-representation of 
certain topics.

The “meeter” study (Huber et  al., 2019) classified the dialogues of the group 
members based on a lab study to measure information sharing and shared under-
standing while generating ideas. The collaborative task was based on three 
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open-ended fixed topics where group members needed to brainstorm and share their 
ideas in a short session of 10 min. Their performance (or the quality of collabora-
tion) was measured based on the number of ideas they wrote down on the cards, 
which was quality controlled before counting the total ideas to remove bad ideas. 
They did not find significant effects of information sharing and shared understand-
ing on the quality of collaboration. Therefore, the studies analyzing the content of 
the conversations were too abstract and mostly lab-based. To overcome these limita-
tions, we conducted field trials to build a technical setup and then prototyped it in 
real-world settings to move toward automated collaboration analytics from group 
speech data.

Table 6.1 shows an overview of the indicators of CC and their operationalization 
using the group audio data in some past studies. CC takes place in physical spaces 

Table 6.1  Indicators of CC and their operationalization of collaboration quality

Parameters Indicators
Operationalizing 
collaboration quality

Space 
tracked References

Roles (leader 
and follower)

Topics covered 
(topics are 
detected from 
keyword clusters 
and phrases)

Topical closeness to 
meeting agenda, 
role-based usage of 
keywords

Epistemic Chandrasegaran et al. 
(2019) and Praharaj 
et al. (2021b)

Dominance Total speaking 
time

Higher equality of 
total speaking time 
means less dominance 
and higher quality of 
collaboration

Social Kim et al. (2008), 
Bachour et al. (2010), 
Bergstrom and 
Karahalios (2007), 
Praharaj et al. (2019)

Active 
participation

Turn-taking 
frequency

Frequent turn-taking 
changes mean higher 
active participation 
and better quality of 
collaboration

Social Kim et al. (2015)

Expertise Overlapped 
speech

Overlap in speech is 
an indicator of 
constructive problem 
solving, expertise, and 
good CC quality

Social Zhou et al. (2014) 
and Oviatt et al. 
(2015)

Rapport Synchrony in rise 
and fall of average 
pitch

Higher synchrony in 
rise or fall of average 
pitch indicates higher 
rapport and CC 
quality

Social Lubold and 
Pon-Barry (2014)

Knowledge 
co-construction

Knowledge 
convergence (i.e., 
the amount of 
shared knowledge 
in the group), 
cognitive 
convergence

Increase in 
convergence (i.e., 
increase in shared 
knowledge) implies 
increase in CC quality

Epistemic Jeong and Chi (2007) 
and Teasley et al. 
(2008)

Adapted from Praharaj (2022)
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at the intersection of the group members’ social and epistemic space (Praharaj, 
2019). The social space consists of how group members speak, and the epistemic 
space consists of what they speak.

4 � Automated Collaboration Analytics

To overcome the challenges, we did a field study where we looked at both the spaces 
to get a holistic overview of the collaboration analytics. We used the Fellowship of 
Learning Activity (FOLA2) (http://www.fola2.com/, last accessed on 17 April 2023) 
board game where university staff with pre-assigned roles (such as teachers, all 
advisors (consisting of learning analytics advisor and educational advisor), learners, 
study coach, and game master) designed a learning activity. The main objective of 
this game is to create awareness of the connection between learning analytics and 
learning design. This game was played with different themed cards to steer the dis-
cussion in different phases for around 60–90 min in each session. In each phase, the 
cards had keywords related to that phase which were shown by the game master one 
after the other as the discussion progressed. For example, in technology phase-
related discussions there were cards on interaction technologies like shakespeak and 
powerpoint. There were a total of 14 sessions where we recorded the audio data 
during the collaborative game design sessions and all these discussions were in the 
Dutch language. For this recording, we used clip-on microphones attached to each 
group member which recorded audio to the local recorder attached to those 
microphones.

After each game design session, these audio files were immediately transferred 
to the central storage space, which was the long-term storage. For the pre-processing 
and subsequent operations on the data, we took a copy of the files in the storage 
space for the pre-processing and processing unit. Here, we pre-processed and tran-
scribed these audio files using Amber Script (https://www.amberscript.com/en/, last 
accessed on 28 Nov 2022). Finally, the data were processed using Natural Language 
Processing and analyzed to generate meaningful insights and passed on to the visu-
alization unit to generate the visualizations. These visualizations were generated in 
a post hoc manner after the group meetings.

The data pre-processing, processing, analysis, and visualizations were done in 
Python using different openly available libraries. We pre-processed the stored audio 
files for each group member by extracting the timestamps from the audio file (in 
.wav audio file format), did speaker diarization (i.e., “who spoke when?”), and then 
transcribed it at the same time. Finally, we made a .csv file which contains the tran-
scribed text, timestamps, and the roles of who spoke that text at which time. 
Figure 6.3 shows the data table in CSV file format after pre-processing.

This table was used to analyze the content of the conversation across sessions 
and role-to-role exchanges with time. We used natural language processing in 
Python for analyzing the text which includes cleaning, processing, and analyzing 
the text. This helped us to build the text corpus for analysis and visualizations. The 
following steps helped in cleaning the data:

S. Praharaj et al.
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Fig. 6.3  The stored data table sample

•	 Tokenization—The process of splitting the sentences into good words or tokens. 
It lays the foundation for the next steps of cleansing.

•	 Elimination of stop words—The process of removing words that mean little; 
these are usually words that occur very frequently. Apart from using the libraries 
in Python for stop word removal, we also defined our list of contextual stop 
words libraries that were considered unimportant for this model.

•	 Lemmatization and stemming—Lemmatization and stemming convert a word 
into its root form. For example, for the words “running” and “runs”, the stem of 
both words is run. Thus, after we stemmed, these words would be grouped 
together and retain the same meaning for the model even though they had differ-
ent forms.

•	 Sentence segmentation—We split the unstructured spoken text into different sen-
tences, which helped the model understand the boundaries of the long text to 
make it more semantically distinct.

•	 Vectorization—Since we cannot input plain words into a model and expect it to 
learn from it, we had to vectorize the words. We encoded words using high-
dimensional vectors where the different dimensions of vectors represent the 
latent meaning of the words. Therefore, the vectorized version of words would 
be useful later while generating bigrams (two-word combinations appearing 
together), trigrams (three-word combinations appearing together), and topic 
modeling based on the keywords or grouping semantically similar keywords.

The processed data can be used to generate different analytics and visualizations 
to get insights about the collaboration processes during collaborative game design.

5 � Toward Collaboration Quality Detection: From Analytics 
to Visualizations

First, we do an exploratory analysis and visualization on the processed text data. We 
use topic modeling with Latent Dirichlet Allocation and Latent Semantic Indexing 
and then visualize the representative keywords showing different topics in one 
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phase of one session where the main discussion is supposed to be about technology. 
Figures 6.4, 6.5, and 6.6 show an overview of the topics.

Topic 1 dealt with the use of different types of interaction technology as dis-
cussed in this phase. These were mainly evident from the words: “technologie”, 
“shakespeak”, “sendstep”, and “smart”. These technologies were to be used by the 
teacher while interacting with the learner, which was evident from the word 
“docent”, which means “teacher” in English. On examining further, the advisors 
(supposed to discuss technology and learning analytics) had a higher probabilistic 
likelihood of getting topic 1. Topic 2 refers to the use of moodle for assignments, 
making a photo of the post-its using the phone. This topic cluster also captured bad 
(“slecht”) teams, ideas, and overview roles (“rol”) per student. The last topical 

Fig. 6.4  Topic 1: 
Interaction technologies

Fig. 6.5  Topic 2: Using 
moodle for assignments

Fig. 6.6  Topic 3: Using 
red cards on technology

S. Praharaj et al.
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Fig. 6.7  First 20 min of social space in the first session. (Adapted from Praharaj et al. 2022)

cluster, Topic 3, focused on the use of red cards (“rod”, “kaart”) (or cards supposed 
to be used to discuss technology) and learning technology (“leertechnologie”). 
Then we observe the role-based bigrams and trigrams to find the interesting discus-
sions temporally in each session. The details of the bigrams and trigrams discovered 
can be found in Praharaj et al. (2021b).

To do an in-depth holistic analysis of collaboration quality, we analyze both the 
social and epistemic space. First, we visualize the total speaking time and turn-
taking from the social space and then we visualize the content of the conversations 
from the epistemic space as in Praharaj et al. (2021b). For visualizing the social 
space, we take the help of a node-edge network graph where each node shows a 
group member with a certain role and the edge shows the turn-taking between the 
members as in Figs. 6.7 and 6.8. The size of the node is proportional to the total 
speaking time of that role and the thickness of the edges is proportional to the num-
ber of turn-taking exchanges between the roles. This can help us to understand the 
dominant role-role exchanges temporally so that we know how the conversation 
patterns evolve with time.

Then, it will be interesting to visualize the epistemic space as to why certain 
roles have more turn-taking and dominate the conversation. Is it collaborative task-
related discussion or is it clarification about the role-based tasks? To understand this 
further we first visualize the epistemic space to show the role-based usage of fre-
quently used keywords during collaboration temporally. Figures 6.9 and 6.10 show 
the role-based usage of frequently uttered keywords in the first 20 and 30 min of the 
first session respectively. This helps us to understand how the usage of specific 
content-related or unrelated keywords is used by different roles and how it changes 
with time.
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Fig. 6.8  First 30 min of social space in the first session. (Adapted from Praharaj et al. 2022)

Fig. 6.9  Top 50-word utterance frequency in the first session in the first 20  min with roles. 
(Adapted from Praharaj et al., 2022)

Fig. 6.10  Top 50-word utterance frequency in the first session in the first 30  min with roles. 
(Adapted from Praharaj et al., 2022)

Furthermore, we used the concept of knowledge convergence to quantify the 
quality of collaboration, i.e., how the shared knowledge among the group members 
(with different roles) changes as measured by the usage of different keywords with 
time. For instance, in Fig. 6.11, “team”, a context-relevant keyword isn’t spoken by 
the teacher in the first 10 min of the conversation but then in the next 10 min, i.e., in 
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Fig. 6.11  Knowledge convergence example

Fig. 6.12  Zoomed-in network graph highlighting a node of the advisor in rectangles and rest oth-
ers in circles in technology phase of a session. (Adapted from Praharaj et al. 2022)

the first 20 min, the teacher also becomes part of the shared knowledge space of the 
team keyword. This signals an increase in shared context-relevant keyword knowl-
edge convergence and thereby an increase in the quality of collaboration.

Moving from keywords to the phrases, we visualized how different words co-
occur in a sentence using the network graph as in Fig. 6.12. This figure shows a 
zoomed-in version of the advisor role among other roles with different shape and 
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color. The color and shape of the node helps in the distinction of roles. The neigh-
bors of each node (or in other words which words co-occur with each other) are 
shown on hovering the mouse over the node. Similarly, the strength of the words 
that co-occur (shown by the thickness of the edge) is also shown when we hover the 
mouse over the edges. The frequency of the words is proportional to the node size. 
This graph helps us to understand the different contextual keywords, how often they 
have been used, what they are associated with strongly and weakly (measured by on 
the edge strength of the nodes). For example, the advisor uses the words technology, 
mobile and photo which is associated with the use of a camera to take pictures of 
posters using mobile phone.

To analyze the network graph in depth, we looked at different centrality mea-
sures such as the betweenness centrality (BC) and eigenvector centrality (EC) of 
these words. Betweenness centrality shows how often a node (or keyword) acts as a 
bridge node, that is the number of times a node lies on the shortest path between 
other nodes. This means that keywords with high betweenness centrality are more 
important for the overall discussion, as they are more central in the network of key-
words. Eigenvector centrality indicates the influence of a node. Therefore, a node 
with a high eigenvector centrality score must be connected to many other nodes who 
themselves have high scores. For example, in the technology discussion phase of the 
first session, frequency wise four words in decreasing order were “good”, “make”, 
“moodle”, and “use”. But, based on BC, the key terms were “good”, “team”, “use”, 
and “technology”, and based on EC, the key terms were “make”, “poster”, “good”, 
and “role”. So, this example shows that centrality measures can elevate the ranking 
of even less frequently used words (i.e., “team”, “technology”, and “role” in this 
example) in that context.

Figure 6.13 provides a holistic overview of the collaboration from group audio 
data. It shows the dashboard highlighting a node for all advisors in the technology 

Fig. 6.13  Screenshot of the dashboard with social and epistemic components. (Adapted from 
Praharaj et al. 2022)
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(or red) discussion phase in session 1. It has four main parts. The social space is 
shown by the role network graph. The high-level overview of the epistemic space is 
shown by the bar graph which shows role-based usage of the keywords. The color-
ful network graph shows the interaction of a particular role in one phase of a ses-
sion. Finally, the search bar which helps to search and highlight a specific node 
(which is also possible on clicking on that node). Now we have different views for 
each phase and session with each view showing the conversation of one role in the 
whole conversation network graph. This will make it easier to compare two roles’ 
conversation patterns when they are seen side by side. This dashboard is scalable, 
dynamic, and interactive.

6 � From Visualizations to Meaningful Feedback

We will build a generic dashboard (taking help of the dashboard prototype) to quan-
tify collaboration quality based on different collaboration indicators in the social 
and epistemic space with different visualizations. This dashboard will be useful to 
show how each role interacted during the collaboration task temporally, who was 
dominating the task. Now, the important question is: “Who would use it and why?”. 
This question will be answered by understanding the needs of the dashboard design.

The design of the dashboard will be driven by the temporal needs (i.e., whether 
updated in real-time every few minutes or shown as a summary at the end of col-
laboration) and the stakeholders (teacher or task moderator or the group members 
themselves) who will be using it.

To address the temporal needs, we need to first differentiate what can be shown 
as immediate formative feedback and what can be shown as summative feedback at 
the end of collaboration. To this end, we need to do a qualitative study by interview-
ing different stakeholders to identify the user requirements. This will give us an idea 
as to what type of feedback is relevant for which stakeholder group and can be 
shown to them accordingly. For instance, this type of dashboard for a teacher (as the 
stakeholder) could be useful to determine scaffolding strategies during collabora-
tion and also planning the collaboration sessions. The pedagogical meaning should 
be clear for the teacher to act as meaningful feedback. Is it relevant to show continu-
ously who is dominating based on the speaking time and turn-taking or is it relevant 
to show certain triggers for the teacher to act like suppose when group members are 
confused or spending too much time in off-topic discussions? For the group mem-
bers (as a stakeholder), it can be a useful tool to self-reflect (when the feedback is 
like a mirror) and adapt their collaboration accordingly. It might also be a more 
advanced version of AI-driven feedback which prompts the group members to act or 
behave in a certain way to enhance their collaboration.

These are some of the questions that need to be taken care of when customizing 
the dashboard for different stakeholders. Based on that we can also do design 
enhancements and modifications in the dashboard using different visualization fil-
ters to capture and compare temporal role-based snapshots.
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7 � Challenges

First, there are theoretical challenges. In some studies, indicators are used directly 
to understand the quality of collaboration without aggregating them to indexes or 
understanding how they contribute to collaboration quality. For example, silence 
has been used as an indicator of collaboration quality without understanding if more 
or less silence is good for the quality of collaboration. In those examples, silence 
was used as a feature for machine learning classifiers along with other indicators of 
collaboration to compute the quality of collaboration. Therefore, operationalization 
of the indexes to determine CC quality suffers from coding complexity even though 
many exist on a theoretical level (such as mutual understanding, information pool-
ing, and others as in Meier et al. (2007)). So, there needs to be more adoption of 
these indexes to bring them into practice to test their strengths and limitations to 
understand the quality of collaboration.

Next, technical challenges are the degree of automation and the accuracy of 
speech to text transcription. There are challenges in processing and analyzing the 
data, which are largely dependent on the input (i.e., the transcribed data). The 
unstructured text data obtained from audio are much different than the data obtained 
from any online forums. Therefore, unstructured text data contains much noise, 
which to some extent can be structured by sentence segmentation. However, sen-
tence segmentation working on only spoken text without punctuation marks or 
delimiters can cause sentence boundary detection problems. Another challenge in 
text processing is correcting wrongly transcribed names. For example, “moodle” 
was wrongly transcribed to “moeder”, and we had to manually fix this in the corpus. 
Therefore, when studies are in-the-wild without a controlled lab environment, then 
there are more chances for natural, unstructured conversations, which will need 
cleaning and structuring before analysis can yield meaningful results.

Moreover, the stop word corpus available to the algorithm did not remove all the 
contextual stop words that were not relevant for this discussion. We also needed to 
manually remove some contextual stop words like some action verbs depending on 
their importance in our context by building a contextual stop word library. When we 
lemmatized and stemmed the words, then the lemmatizer for Dutch text was not 
accurate enough because of its lesser usage and popularity compared to English. 
Therefore, we needed to search for local libraries to correct it with some manual 
intervention.

It is challenging to fully automate the setup. We needed the help of a human to 
pre-process to some extent for cleaning the corpus, the sanity checks on the names 
transcribed and to make sense of the visualizations with the help of annotations. 
Although we are advancing toward automatic collaboration analytics, we are still in 
an advanced semi-automated phase and need to reduce the dependence on humans 
in the future.

When constructing the network graph, we quickly run into hairball problems 
when the graph is filled with many nodes and edges with time. It becomes very dif-
ficult to clearly distinguish individual nodes. This can be addressed while designing 
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in the future particularly by using temporal sliders and showing the relevant contex-
tual keywords or words that co-occur above a certain range.

8 � Discussion and Conclusion

The literature review gives an overview of unobtrusive measures of collaboration 
quality and helps to define the quality of collaboration as an event-process concep-
tual framework. Here, indicators are the events and the indexes which are obtained 
by processing and aggregating the indicators can be considered as the process. The 
indicators of collaboration quality are dependent on the scenario of collaboration 
because of different collaboration task goals and group characteristics (or parame-
ters). Thus, before starting a collaboration task, it should be very clear what are the 
task goals, what someone wants to measure and how. This is very essential and often 
overlooked before starting the collaboration task. This can make the prototyping, 
analytics, and visualization much easier later.

Measuring the collaboration task is complex and needs operationalization of the 
indicators and indexes of collaboration quality. There needs to be more operational-
ization of the theoretical indexes into practice. This can help other researchers who 
want to measure the collaboration quality. For example, there has been a lot of work 
on measuring “sustaining mutual understanding” with human observers but there 
has been no work with unobtrusive sensory measures (Praharaj et al., 2021a). It is 
because of the contextual nuances and difficulty in understanding the content of the 
conversation which indicates mutual understanding from audio.

Nevertheless, the automated collaboration analytics is in an advanced semi-
automated stage and humans are needed to clean the text corpus partially and also 
correct some names in the transcription. Therefore, there is a need to use good-
quality transcription software and contextual keyword corpus to minimize the 
human dependence and increase the accuracy.

We find that specific keywords utterance frequency analysis for different roles 
helps to understand the change in role-based conversation patterns with time. This 
is because the more utterances we have in a specific phase-related keyword, the 
more is its usage in that context and hence, more importance. The convergence pat-
terns help us to understand how specific conversations were discussed by all roles 
or specific roles hence signaling an increase in the shared knowledge space (i.e., a 
proxy for the quality of collaboration). Combined with the social space analysis 
(shown as role-role interaction network graph), the holistic overview of how the 
conversations evolved can be obtained. This helped us to quantify the collaboration 
quality. So, we do not categorize whether higher or lower convergence is good or 
bad. We just show an approach to quantify collaboration and categorizing is up to 
the context of collaboration. For instance, in our study, if there is higher conver-
gence for on-topic conversations then it is good for the quality of collaboration but 
higher convergence for off-topic conversations is bad for collaboration quality. As 
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we do not define fixed objectives before collaboration and do not conduct a lab-
based study, so it is quite open to interpretation.

The combined social and epistemic space also helps to clear ambiguity in certain 
situations when a specific indicator does not give a clear indication about the quality 
of collaboration. For instance, higher turn-taking signals an increase in collabora-
tion quality only when it is happening on task-related discussion and not on clearing 
confusion and clarifying about the collaborative task (Kim et al., 2015). This is clear 
from the epistemic space or in other words the content of the conversation. So, there 
is a need to do a focus shift to the epistemic space from the social space and both 
need to be seen side by side to get a holistic overview of who spoke “what” and 
“how” with whom. Audio in this sense provides a richer picture of collaboration 
quality in an unobtrusive manner. With the rise of privacy and ethical concerns, 
anonymized audio data can be considered a good unobtrusive measure to detect col-
laboration quality.

Besides, there needs to be a stakeholder participatory design where their design 
considerations are taken into account when designing the dashboards to increase its 
adoption and usage. This is essential when visualizations need to be conveyed as a 
story on the dashboard and data storytelling can change the narrative of collabora-
tion quality interpretation.

To conclude, our contribution is threefold: (1) to give an overview of the unob-
trusive measures of collaboration where we define the quality of collaboration, (2) 
to build an automatic collaboration analytics setup using the audio data, and (3) to 
analyze and visualize the collaboration indicators from group audio data to move 
toward detecting CC quality.
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